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Tsallis Entropy and its Application in Water Engineering

Elaheh Kadkhoda

PhD student of Statistics, Ferdowsi University of Mashhad
E-mail: ekadkhoda@gmail.com

Supervisor:
Dr. Gholamraza Mohtashami Borzadaran and Dr. Mohammad Amini

This research is applied to show the application of entropy theory and its
advantages in hydraulic engineering. Assuming time-averaged velocity as a
random variable, one and two dimensional velocity distribution in open channels
was derived by maximizing the Tsallis entropy. The derived distributions were
compared with other one and two dimensional velocity distributions. The velocity
distribution derived using the Tsallis entropy is showed to be easy to apply and
valid throughout the whole cross section of the open channel.

Tsallis entropy, maximum entropy, velocity distribution.
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Reliability bounds for a degrading complex system with positively

associated components

Zahra Saberzadeh

PhD student of Statistics, Ferdowsi University of Mashhad
E-mail: saberzadez@yahoo.com

Supervisor:
Dr. Mostafa Razmkhah

A complex £-out-of-7z system consisting 7zelements each having some dependent
components is considered. It is assumed that the degradation of each component
follows a gamma process, and the reliability bounds are obtained by assuming
that the components are positively associated. In this case, the performance of
bounds is investigated by considering Frank copula as the exact dependence
structure of components. Some numerical results are presented to discuss how
the model parameters influence the system reliability.

Coherent system <«Complex system <Degradation<Gamma process, System
reliability
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Tree-based ensemble methods

Tahereh Alami

PhD student of Statistics, Ferdowsi University of Mashhad
E-mail: tahereh_alami@yahoo.com

Supervisor :

Dr. Mahdi Doostparast

A tree-based method is a commonly supervised machine learning (ML) method.
The well-known CART algorithm, as a tree-based algorithm, uses a greedy top-
down approach to create a tree through recursive binary splitting that can process
continuous and nominal attributes both as targets and predictors. A maximal size
tree is constructed without the use of a stopping rule and then pruned back to the
root via cost-complexity pruning to reach a tree with optimal size. Although tree-
based methods are simple and useful for interpretation, they are not an acceptable
accuracy in comparison to best supervised learning approaches. The predictive
performance of trees improved by ensemble methods which aggregate many
decision trees: Bagging, Random Forest, Boosting. Each of these approaches
involves producing multiple trees, which are then combined to yield a single
consensus prediction.

Tree-based method, CART, Ensemble methods, Prediction accuracy.
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On divergence measures

Haniyeh Riyahi

PhD student of Statistics, Ferdowsi University of Mashhad
E-mail: h.riyahi@mail.um.ac.ir

Supervisor:

Dr. Mahdi Doostparast

This talk deals with entropy-type measures and divergences, discuss their
properties and unfold their various applications. There are various alternative
divergence quantities for the entropy and relative entropy in literature. We review
some extensions of entropy and KL information and its relation to some other
divergence measures. In addition, comparing some extensions of KL information
and various alternative measures for Shannon entropy, are also discussed.

Shannon entropy, Cumulative entropy (CE), Kullback-Leibler divergence
(KLD), Jensen-Shannon (JS) divergence, a-Jensen-Shannon divergence.
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Bayesian Networks: An Introduction to Bayesian Graphical
Models

Samaneh Nazari
PhD student of Statistics, Ferdowsi University of Mashhad

E-mail: asemaneh1369@agmail.com

Supervisor:
Dr. Mohammad Arashi

Abstract

Bayesian networks are probabilistic graphical models by which the conditional
independence of a set of random variables can be examined from a Bayesian
perspective. Also, a Bayesian network is traditionally understood as a graphical
model based on a directed acyclic graph (DAG). Different aspects and properties
of this class of models are attractive. Applications of DAG models have been
increasing in recent years, spanning such topics as systems biology, economics,
social sciences, and medical informatics. Due to the importance of DAGS in
statistics, we give a brief introduction of some basic concepts and necessary
properties in this talk.

Keywords:
Bayesian Networks, Graphical Models, Directed Acyclic Graph (DAG)


mailto:asemaneh1369@gmail.com

